AI comes out of the closet: Using AI-Generated Virtual Characters to Help Individuals Practice LGBTQIA+ Advocacy
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Fig. 1. This paper introduces the concept of the ‘LGBTQIA+ Advocacy Simulator,’ a pedagogical tool that utilizes virtual characters and large language models to create a space for individuals to actively engage with and explore social scenarios and practice LGBTQIA+ advocacy.

Despite significant historical progress, discrimination and social stigma continue to impact the lives of LGBTQIA+ individuals. The use of AI-generated virtual characters offers a unique opportunity to facilitate advocacy by engaging individuals in simulated conversations that can foster understanding, education, and empathy. This paper explores the potential of AI simulations in helping individuals practice LGBTQIA+ advocacy, while also acknowledging the need for ethical considerations and addressing concerns about oversimplification or perpetuation of stereotypes. By combining technological innovation with a commitment to inclusivity, we aim to contribute to the ongoing struggle for equality in both the legal framework and the hearts and minds of the community. We present a study evaluating virtual characters driven by generative conversational AI simulating the social interactions surrounding ‘coming out of the closet’, a rite of passage associated with LGBTQIA+ communities. In our study, virtual characters embodied as queer individuals engage with users in a text-based conversation simulation paired with visual representations. We investigate how the interactions between the virtual characters and a user influence the user’s comfort, confidence, empathy and sympathy. We developed an AI simulation with distinct visual personas and deployed a series of conditions. We explore the potential of these interfaces for simulating queer social interactions to enhance LGBTQIA+ potential and cultural acceptance. We present findings from such deployments involving 308 users. Finally, we discuss the design implications of our work on the potential future of embodied, self-actuated and openly LGBTQIA+ intelligent agents.
1 INTRODUCTION

"Either you have tolerance to open community or you don’t, and you don’t get to pick and choose."
- Sam Altman, 2002, discussing coming out of the closet

When OpenAI CEO Sam Altman was seventeen years old, despite the objections of others, a speaker was invited to his high school for National Coming Out Day [7]. Altman is quoted as saying that, in spite of an outspoken attempt to prevent this by his peers, Altman instead decided to give a speech to support the speaker. Altman, who at the time had only recently come out of the closet to his family, gave a speech to the entire student body of his conservative high school- a speech of advocacy, bravery, and openness- from which the quote above is drawn.

Despite significant cultural and legal progress, discrimination and social stigma continue to impact the lives of LGBTQIA+ individuals. In recent years, there has been increased recognition of the discrimination and challenges faced by the LGBTQIA+ community. Just in 2023 alone, at least 417 bills were introduced in the US which threatened LGBTQIA+ rights according to the ACLU [18]. Statistics reveal alarming rates of discrimination, with more than one in three LGBTQIA+ Americans experiencing some form of discrimination in the past year [49] [41], including a majority of transgender individuals. Discrimination not only has negative psychological impacts, but also affects the economic and mental well-being of LGBTQIA+ Americans. In order to avoid discrimination, many LGBTQIA+ individuals feel compelled to hide personal relationships or alter other aspects of their lives. This highlights the urgent need for LGBTQIA+ advocacy to promote acceptance, equality, and inclusivity.

The practice of advocacy plays a crucial role in effecting change and supporting marginalized communities. Scholar defines advocacy as taking action and speaking out to support an idea, need, person, or group [36, 38]. In the context of LGBTQIA+ advocacy, collective action is vital for addressing the injustices faced by this community. Previous research has identified factors such as perceived injustice, efficacy, and social identity as key determinants of an individual’s decision to engage in collective action. Understanding and addressing these factors can enable effective advocacy, empowering individuals to advocate for the rights and well-being of the LGBTQIA+ community.

In this paper, we propose the use of interactive AI simulations as a unique opportunity to create safe spaces for individuals to practice LGBTQIA+ advocacy. By utilizing AI-generated virtual characters designed as conversational user interfaces, individuals can engage in realistic conversations that simulate real-life experiences that may otherwise be intimidating, harmful, or place LGBTQIA+ individuals at risk. Crucially, interactive virtual simulations allow individuals to develop their advocacy skills, gain confidence in expressing their ideas, and better understand the experiences and perspectives of the LGBTQIA+ community. Moreover, AI simulations can provide a judgment-free accessible environment where users can make mistakes, learn from them, and refine their approach to advocacy in the process.
We present a study that evaluates virtual characters driven by generative conversational AI, simulating social interactions surrounding the experience of "coming out of the closet." Through text-based conversation simulations paired with visual representations, we investigate how these interactions influence the users’ perception and engagement in LGBTQIA+ advocacy. Our study, involving 308 participants, provides insights into the potential of these interfaces for simulating queer social interactions and enhancing LGBTQIA+ potential. By discussing the design implications of our work, we hope to pave the way for future advancements in embodied, self-actuated, and openly LGBTQIA+ virtual characters.

We present: 1) the development of LGBTQIA+ Advocacy Simulator, a system that utilizes virtual characters and large language models to create a space for individuals to actively engage, practice, and explore conflict scenarios, an accessible platform designed as a web-based system that can be shared and customized, 2) two unique approaches for LGBTQIA+ advocacy: "First Person" and "Third Person", one which allows the user to play the character, while the other allows the user to step back and direct the interaction, and 3) our study which presents empirical evidence that the Third Person simulator significantly improves participants’ confidence, empathy and sympathy when confronted with a ‘coming out of the closet’ interaction. This finding highlights the effectiveness of LGBTQIA+ Advocacy Simulator as a pedagogical tool for enhancing participants’ abilities to navigate LGBTQIA+ interactions in the workplace[5].

2 BACKGROUND: DISCRIMINATION AT WORK

Overwhelmingly, research highlights the need for greater inclusivity and support to create more inclusive and accepting workplace environments for LGBTQIA+ individuals. In 2021, the Human Rights Campaign (HRC) released a report [6] highlighting the challenges faced by LGBTQIA+ individuals in the workplace. It noted that up to 30% of LGBTQIA+ employees experience reduced engagement due to feeling unwelcome at work. Shockingly, 46% of LGBTQIA+ workers reported remaining closeted at work, with reasons including concerns about being stereotyped (38%), making colleagues uncomfortable (36%), and fear of losing connections with coworkers (31%)[6]. Also in 2021, the UCLA School of Law Williams Institute conducted a survey of 935 LGBTQIA+ adults[49] to assess workplace discrimination and harassment experiences. The study revealed that nearly half (45.5%) of LGBT workers faced unfair treatment at work, including being fired, not hired, or harassed due to their sexual orientation or gender identity at some point in their lives. Within the past five years, over 31% of respondents reported experiencing discrimination or harassment, and 8.9% mentioned being fired or not hired because of their sexual orientation or gender identity in the past year. Many respondents had resorted to concealing their LGBTQIA+ identity and altering their appearance to avoid discrimination, and a significant number considered leaving their jobs due to unfair treatment.

Research shows that a significant proportion of LGBTQIA+ professionals are not open about their sexual orientation in the workplace. Being openly out at work increased the risk of discrimination, with a 10.9% incidence rate compared to 2.2% for those who were not out. Those who are out to some colleagues are five times more likely to report experiencing discrimination due to their sexual orientation or gender identity (10.9%) compared to those who are not out to anyone (2.2%). Additionally, many respondents reported taking measures to avoid discrimination, such as concealing their LGBT identity and changing their physical appearance. The 2021 study[6] showed there is good reason for this concern, as approximately 45.5% of LGBT workers surveyed reported experiencing unfair treatment in their careers, including firings, non-hirings, or harassment due to their sexual orientation or gender identity. [49].

While both LGBTQIA+ and non-LGBTQIA+ workers report comfort in discussing their personal lives with colleagues, there’s a double standard when it comes to LGBTQIA+ personal lives. LGBTQIA+ employees often feel discomfort
from coworkers when discussing their sexual orientation or gender identity. A significant portion of non-LGBTQIA+ workers still believe it’s unprofessional to discuss these topics in the workplace. [6].

2.1 Coming Out at Work

Noted LGBTQIA+ Historian George Chauncey[3] discusses how ”coming out” within the gay community preceded its modern connotation. Originally, the term ”coming out” didn’t refer to gay individuals coming out to the wider world, but instead specifically referred to private relations, to gay people ’coming out’ to other gay people. The phrase is historically rooted in the context of debutante balls where young women were introduced to society. Before World War II, a select group of gay men entered this tradition, ”coming out” at drag balls, a practice patterned after the debutante balls seen in major cities.[3]. Notably, significant figures in modern technology and STEM have participated in this practice. In 2014, Apple CEO Tim Cook became the first CEO of a major company to openly come out as gay. Cook’s international announcement sparked significant discussions, particularly in regions where LGBTQIA+ rights still face challenges[1]. More recently, OpenAI CEO Sam Altman discussed coming out in high school, a place he discussed as “not the kind of place where you would really stand up and talk about being gay, and that was okay.” [8]. Thankfully, individuals such as these lead a positive trend towards pride and openness in tech (with their privilege intact) to spearhead the conversations towards creating safe work-spaces for all.

In the article “Working Closets: Mapping Queer Professional Discourses and Why Professional Communication Studies Need Queer Rhetorics”[19], author Matthew B. Cox proposes the idea of “working closets,” a concept which refers to how LGBTQIA+ professionals navigate and succeed in professional settings while managing their sexual orientation or gender identity. This process is described as inherently “complicated, layered” and comprised of ”networked relations and interactions” which are complex and nonlinear. Nowhere is this more relevant than in careers in STEM and tech related fields, which been reported as having significant cultural concerns for being safe spaces to be out and open for LGBTQIA+ employees.

A recent study by the Institution of Engineering and Technology (IET)[2] revealed that a significant portion of LGBTQIA+ individuals avoided pursuing careers in science, technology, and engineering due to concerns about discrimination and bullying. The research highlighted the prevalence of homophobic bullying and outdated attitudes, leading many LGBTQIA+ professionals to remain closeted. Approximately 33% of gay engineers surveyed felt that their sexuality hindered career progression, and a substantial 53% of LGBTQIA+ workers reported hearing derogatory jokes about gay and lesbian people in the workplace. Additionally, 1 in 5 LGBT employees mentioned being pressured to conform to gender stereotypes in their attire[2].

"Queer in STEM: Workplace Experiences Reported in a National Survey of LGBTQIA+ Individuals in Science, Technology, Engineering, and Mathematics Careers”[58] explores the workplace experiences of LGBTQIA+ individuals in STEM professions. While discussions about STEM often emphasize global competitiveness and educational preparation, this research highlights the importance of considering individual identity factors in these fields. It suggests that marginalized or minoritized groups may face challenges related to job satisfaction, career success, and workplace productivity. To create supportive environments in STEM, it is essential to understand the interplay between STEM professional norms and broader social group expectations.
3 RELATED WORKS

Our work on understanding the potential of an LGBTQIA+ Advocacy Simulator is situated within three domains of prior research: (1) a theory of advocacy which we explore with artificially intelligent virtual characters, (2) simulations that evoke and analyze systems of bias, and (3) the social circumstances of being openly gay in the workplace.

3.1 Theory of Advocacy

Scholars defined advocacy as speaking out and taking action to support an idea, need, person, or group and to effect change in a social system [36, 38]. “Advocates use cognitive, emotional, and behavioral strategies to influence others’ attitudes, behaviors, and/or decisions for the benefit of specific individuals (oneself or others) or groups” [38]. Advocacy carried out on behalf of a particular group, such as the LGBT community, is termed “collective action”[52].

Faculty activism plays a vital role in shared governance within higher education institutions, but the underlying dynamics are not well-understood. The author Lori Messinger[38] conducted oral history interviews of 30 university faculty members who were actively involved in advocating for LGBT-supportive policies on their respective campuses. Messinger identified various forms of advocacy, ranging from low-risk actions like signing petitions, to high-risk actions with potential legal, financial, social, or physical costs. Factors influencing advocacy include the strength of conviction (motivation), self-confidence, transformational skills, and the presence of a politicized social identity within the affected group. Situational factors, such as the availability of resources, support from others (especially those with resources), opportunities for voice, popularity of causes, and positive reinforcement can foster advocacy. Messinger showed that engagement in advocacy is more successful when individuals have institutional support and a culture that encourages questioning and autonomy. The combination of these theories provides a framework for our approach to simulating LGBTQIA+ advocacy.

3.2 Bias Simulations

Reducing stigma using simulations has been an oft explored and successful HCI practice. Lee et al. (2023) [33] explored the impact of chatbot-based social contact on reducing mental illness stigma. They designed two chatbots that provided either first-person or third-person narratives about mental illness and conducted a mixed methods study to evaluate their effects. Their findings indicated that participants in both chatbot groups exhibited a decrease in the belief that individuals are personally responsible for their mental illnesses and an increase in their intentions to help. Similarly, Obremski et al. (2023) [4] address the issue of racial bias, both implicit and explicit, in modern society and its negative impact on interactions with foreigners. They proposed a novel approach to reduce racial bias using two Intelligent Virtual Agents (IVAs) in Virtual Reality (VR). These IVAs, representing mixed-cultural and mono-cultural backgrounds, engaged participants in a virtual pub quiz. This study demonstrated a significant decrease in both implicit and explicit bias scores, before and after the intervention. Nag and Yalčun (2020) [40] discuss the use of gender stereotypes in the design of virtual agents, which often rely on visual, behavioral, and verbal cues to influence user interactions. They conducted an iterative design process to create male, female, and androgynous agents with minimal visual differences and found that traditional gender stereotypes are not as effective as previously believed. These works showcase the potential of virtual agents as a tool to mitigate real-world biases, and laid the foundation for our subsequent investigation.

The use of interactive simulations for storytelling to investigate bias is an area long studied. Kasibante, Rubegni, and Jaccheri (2022)[29] addressed the issue of gender stereotypes in children by exploring the design of a Digital StoryTelling platform called “Genderalize” to detect stereotypes at an early age. The researchers developed the tool through a
co-design process involving experts in children-computer interaction and tested it with adult stakeholders, including guardians, parents, and teachers. While the study had a limited sample size, the results suggested that Genderalize effectively facilitated the detection of gender stereotypes through contextualized narratives and reflective exercises. Martin and Gonzalez (2010) [37] investigated the influence of individuals’ religious and political affiliations on conflict resolution strategies in an interactive computer game called PeaceMaker. Their research highlighted the potential of interactive computer games for studying cross-cultural interactions in complex and uncertain environments.

3.3 LGBTQIA+ Representation in Tech

LGBTQIA+ representation in tech is a vital area in significant need of development and support. In her paper published in Interacting with Computers in 2011, Ann Light discusses the integration of digital technologies into identity formation and the need to maintain flexibility in self-presentation within these tools. Light [34] draws from Queer Theory to explore ways to resist the rigid formalization of identity in computer systems through a process she calls “queering.”

DeVito et al. (2021)[21] discussed the evolving role of queer researchers in the field of Queer Human-Computer Interaction (HCI). They highlight the need for better support for queer researchers engaged in HCI research that extends beyond queer populations. Bilimoria and Stewart [13] examined the academic climate for lesbian, gay, bisexual, and transgender (LGBT) faculty in science and engineering at two research universities. Their study, involving fourteen faculty members who identify as lesbian or gay, explored the challenges LGBTQIA+ individuals face in their workplaces. While some faculty experience overt hostility, the more common issues include invisibility, interpersonal discomfort, and pressure to conceal their sexuality. The study proposes a model detailing the career consequences of the academic environment for sexual minority faculty in science and engineering, and recommends future institutional actions to create more inclusive campus climates for LGBTQIA+ faculty across disciplines.

3.4 Coming Out

The LGBTQIA+ ritual of ‘Coming Out’ has been studied previously in an HCI context. Dym et al.[23] investigated how online communities, particularly transformative fandom communities with a significant LGBTQ membership, play a vital role in supporting LGBTQ individuals during the process of coming out. The study, involving interviews with 31 LGBTQ fanfiction authors, revealed that these online spaces create “community narratives” helping individuals establish safety while exploring their identity, challenge stereotypes, and support others by reshaping media narratives. The research offers insights that can guide the design of online support spaces for vulnerable populations. Furthermore, a 19-month ethnographic study by Mary L. Gray [26] examined how rural youth use digital media to shape their identities, particularly in the context of “coming out.” The study focused on the unique challenges faced by rural LGBTQIA+ youth who must negotiate the politics of visibility and family ties in their daily lives. Gray’s approach emphasizes the need for a nuanced understanding of media engagement, one which goes beyond merely consuming specific media texts.

3.5 Virtual Characters

The ability to generate and interact with dynamic, responsive narratives is of importance for interfaces that wish to use stories effectively for education, well-being, or entertainment [10, 43, 44]. The utilization of virtual characters [11, 12, 16, 17, 25, 39, 42, 45, 54] for storytelling has shown promising results. These characters are realistic digital representations of a person, created through machine learning algorithms such as generative adversarial networks (GANs) [28, 57, 59], neural radiance fields [27, 35, 56], and self-supervised motion transfer networks [46]. AI-generated characters have been used for various purposes, including generating facial animations [27, 28, 35, 56, 57, 59], preserving
privacy in documentaries and interviews \cite{15}, dubbing films \cite{?}, and reanimating historical images \cite{47, 48}. With the recent advancements in AI character generation, it is now possible to create highly realistic representations of users. Additionally, progress in AI-generated conversations based on generative models and natural language processing (NLP) allows for simulating conversations. Many recent large language models (LLMs) based on widely transformers architecture have increased in model size, training data size, and their capabilities \cite{14, 22, 50}. This adoption of LLMs has significantly broadened the scope of integration between humans and computers, expanding it far beyond the area of human-computer interaction \cite{9, 31, 32, 51, 53, 55}.

By incorporating elements from advocacy, virtual characters, the coming out the closet process, and drawing from studies on workplace behavioral science, this study introduces LGBTQIA+ Advocacy Simulator, a unique system that utilizes virtual characters and large language models to create a simulation ‘safe space’ where individuals can actively engage with and practice the experience advocating for colleagues who ‘come out of the closet’.

4 CONCEPT

LGBTQIA+ Advocacy Simulator, as conceived in this study, is a novel form of interactive performance that unfolds on a virtual stage with virtual characters and active human participation. The overarching conceptualization of LGBTQIA+ Advocacy Simulator revolves around the potential use of interactive virtual characters as an empowering tool to encourage reflection, learning, and conflict resolution through active interaction in AI driven simulations. LGBTQIA+ Advocacy Simulator intends not to replace or undermine the human roles in advocacy, but to expand its pedagogical reach into the digital realm. We believe that the human element remains critical, with an equally significant role in this context. This concept illuminates our philosophy of using AI for “human augmentation,” \cite{24, 30} emphasizing the role of technology in extending individuals’ capabilities in driving societal and personal transformations.

5 METHODOLOGY

Our research methodology involved the development of LGBTQIA+ Advocacy Simulator and conducting an online experimental study with the aim of examining how LGBTQIA+ Advocacy Simulator empowers individuals in their interpersonal conflict resolution. The research questions guiding our inquiry are as follows:
Fig. 3. The front-end system of our LGBTQIA+ Advocacy Simulator is web-based, featuring a conversational interface and two virtual characters embodying 3D virtual humans engaged in an interaction. The system was developed using Three.js to render a 3D environment online. The front-end is connected through a back-end system containing two AI modules for conversation generation and action generation, both of which drive the animations of the virtual characters. Both modules use GPT-4, a large language model widely adopted for its capability to generate human-like conversations from input prompts via an API call.

- RQ1: How may an LGBTQIA+ Advocacy Simulator impact individuals’ empathy and sympathy, comfort, and confidence when interacting with LGBTQIA+ colleagues coming out of the closet?
- RQ2: How do different modes of interaction within LGBTQIA+ Advocacy Simulator (First Person vs Third Person) affect the main outcomes and influence people’s perceptions?
- RQ3: What are the qualitative experiences of participants engaging with the LGBTQIA+ Advocacy Simulator, and how do these experiences contribute to their overall understanding and attitudes towards the experiences of LGBTQIA+ individuals in the workplace?

Our experimental study was conducted online and involved a total of 308 participants aged between 18-60 years old, all of whom were recruited via the Prolific platform. The study was pre-registered prior to its launch.

5.1 Technical Implementation

In demonstrating our vision, we developed three separate conditions of the experimental simulation, each which explore the experience of LGBTQIA+ advocacy using unique variations of AI interfaces. We outline our development here.

5.1.1 The Front-end & Back-end systems. The front-end system of LGBTQIA+ Advocacy Simulator is web-based, featuring a conversational interface and two virtual characters embodying 3D virtual humans engaged in a conflict. The system was developed using the web programming language Three.js to render an interactive 3D environment online. The front-end is connected through a back-end system containing two AI modules for conversation generation and action generation, both of which drive the animations of the virtual characters. We implemented the public OpenAI API to manage the dialogue. Both interfaces use GPT-4, a large language model widely adopted for its capability to generate human-like conversations from input prompts via an API call.

5.1.2 Conversation Generation Interface. The conversation generation interface is prompted to continue the dialogue given the previous dialogue in a manner appropriate to the scenario and the interaction condition. The interaction starts with a pre-scripted starting dialogue created by the authors. In the ‘First Person’ condition, the user controls the
dialogue for one virtual character, thus the conversation generation interface only generates dialogue for the remaining
virtual character. In contrast, in the “Third Person” mode, the user takes charge of the entire interaction, and the
conversation generation module generates dialogue for both virtual characters, following the user’s instructions.

5.1.3 Action Generation Interface. The action generation interface (AGI), which drives the animation from the user,
receives the dialogue from the conversation generation interface (CGI). Based on the nature of the text provided, the CGI
decides upon the most appropriate animation from the fourteen pre-loaded animation tracks in the virtual characters:
agree, disagree, breath, chat, curious, focus, idle, nagging, relax, stand, listen, argue, serious. These animation tracks
were curated from open-source online databases. We employed animation blending technology to seamlessly combine
multiple animations, creating performances composed of a series of seamlessly integrated movements.

5.1.4 Virtual Agents. The virtual characters, also curated from open-source sources, come in various genders and body
types. We deliberately used lush colors with an emphasis on bright pastels and soft compositions to create a flattened
abstraction, symbolizing humans without explicitly picturing their gender or race. The characters each have bones and
animation tracks pre-loaded in them and have been exported as .glb files for web rendering in ThreeJS.

5.1.5 User’s Interaction. When the system is loaded, it contains the premise of the scenario and a pre-scripted starting
dialogue. The user is presented with the initial premise through the web interface. As the participant begins interacting
with the system, starting dialogue loads on the screen in text bubbles, and the action generation interface, powered
by LLMs, triggers the animation in the corresponding virtual characters. When the pre-scripted dialogue is complete,
depending on the condition, a message appears, either inviting the participant to pretend to be a character and respond,
or to provide direction on what the virtual character should do next. The participant then types the response into the
response area. The input received from the participant is sent to the conversation generation module to generate new
dialogue, which in turn triggers the action generation module. GPT-4 is then run to interpret the whole context of both
the participant’s text, the original text, and a looping prompt, generating new exchanges between the virtual characters
based on the participant’s entry.

5.2 Experimental Protocol

In our study, each participant in the experimental conditions were randomly assigned to interact with either one of the
two experimental conditions or one of two baselines, used as control conditions. We describe each condition below in
detail.

- **First Person** In the “First Person” approach, the participant takes on the role of one of the virtual characters
  witnessing one individual coming out of the closet to a colleague. The participant speaks as the character by
directly typing in their response. By taking on the role of a virtual character, participants are able to role play
how they may respond to a similar situation in their real life, using their natural speech. Virtually projecting
oneself into another character has been shown to decrease discriminatory biases and increase reasoning skills
[20].

- **Third Person** The second scenario, the “Third Person”, the participant guides the behavior of a virtual character
  in the same interaction. A participant interacts with the same situation and is enabled to suggest the actions
of one of the characters, guiding the behavior of the character without directly supplying dialogue. In this
scenario, the user’s input functions as a prompt for the LLM to produce new dialogue, (as opposed to the first
condition where the user sends input of direct speech). This indirect control allows the participants to approach
the problem from a distance and observe the interactions between the two virtual characters with a certain level of detachment.

- **AI Chatbot** In the AI Chatbot condition, a participant interacts with a single AI chatbot without any representation of a virtual character. This serves as the baseline, effectively the same interface as when people consult with a regular chatbot, such as ChatGPT, for advice or suggestions. The participant responds to the same ‘coming out’ scenario (without visualization of any virtual characters) and provides text-based interactions within a standard conversational user interface.

- **No AI: (Control Condition)** In the fourth condition, our second baseline and control, participants respond to the same scenario (without an AI) and provide a general response to the coming-out premise in a text entry box. In the control condition, participants did not interact with any experimental condition or an AI agent, and went directly to the text entry summary. This text entry summary was also present as the last interaction in each of the other three conditions.

The study conducted was a three-part, online, between-subjects study, executed using Qualtrics. The first part entailed pre-intervention instructions given to the participants. First, participants were asked to read a description of the ‘Coming out of the Closet’ scenario. Subsequently, participants were given a questionnaire probing their initial reaction to the main outcome variable measured by seven statements organized into three clusters: composite-empathy-sympathy, composite-comfort, and composite-confident.

The second part involved randomly placing participants into one of the four conditions. Participants were told to interact with the scenario as if they were experiencing a similar situation in their day-to-day lives. We suggested to each participant to interact with the interface for at least five minutes, or until they felt the interaction was resolved (although there was no strict time limit).
In the third and final part, participants were asked the same set of questions for the main outcome variables, provided prior to their interaction with the intervention. The experiment concluded with a series of questions used as moderators, alongside standardized ones to understand participant demographics and their opinions about the interface.

### 5.3 Scenarios

In this study, we designed a scenario around an LGBTQIA+ interaction situated in a workplace environment. The scenario provided the context and initiated a conversation for the participants but was left deliberately open-ended. The dialogue is replicated below:

John: “David, there’s something I’ve been wanting to talk to you about for a while now.”
David: “What’s up, John? You seem a bit tense. Is everything okay?”
John: “Well, David, I’ve realized that I’m gay. I’ve known for some time, and I thought you should know.”

### 5.4 Measurement

#### 5.4.1 Main Outcome Variables

Prior to interacting with the study, participants were presented with a description of the scenario and asked to consider their ‘first impression’, i.e., how they would approach a situation described as “coming out of the closet at work” if confronted with a similar situation. After reviewing the statement, each participant was prompted to respond to a questionnaire. The first question measured each participant’s evaluation of the following five variables: 1) the participant’s comfort level within the given situation, 2) the participant’s confidence in providing support to the person, 3) the participant’s confidence in making the other party feel supported, 4) the participant’s capacity for empathy toward the other person in the scenario, 5) the participant’s sense of capability and effectiveness in managing the situation, 6) their feelings of sympathy regarding the scenario, and finally, 7) the participant’s perception of
the situation’s difficulty. They were asked to report how much they agreed/disagreed with each on a 7-point Likert-scale (1 = “Strongly disagree” and 7 = “strongly agree”). Different questions were grouped together based on three different composite scores: “Composite-empathy-sympathy (4,6)”, “Composite-confident(2, 3, 5)”, and “Composite-comfort (1, 7)”.

5.5 Statistical Analysis

We calculated the delta from pre and post-intervention ratings on clustered groupings of the main outcome variables, organized into three themes: comfortablity in the scenario, emapthy and sympathy for the scenario, and confidence their ability to approach the scenario. We also calculate the mean for each of the moderators. In terms of statistical analysis, we compared the delta between the main outcome variables between experimental conditions. We first checked if all sample sizes were greater than 25; if they were not, we then assessed if the normality assumption was met for each distribution using the Shapiro-Wilk test. If the normality assumption was not met, we performed a Kruskal-Wallis test followed by a post-hoc Dunn test using the Bonferroni error correction. If sample sizes were sufficiently large or the normality assumption was met, we then conducted a homogeneity test using a Levene test to assess whether the samples were from populations with equal variances. If the samples were not homogeneous, we ran a Welch analysis of variance (ANOVA) and a Tukey post-hoc test. If the samples were homogeneous, we ran a basic ANOVA test and a Tukey post-hoc test. For the moderators, we ran linear regression to see if the moderators affect the main outcome variables.

5.6 Participant

For our evaluation, we recruited a total of 308 online participants. The participant pool had a balanced sex distribution and a mean age of 35.3 years. 147 of the participants identified themselves as female, 151 as male, 6 as non-binary, 2 opted to not disclose and 1 opted to self-describe. 223 of the participants identified as Straight/Heterosexual, 42 identified as Bisexual, 11 identified as Gay/Lesbian/Homosexual, 8 as Asexual, 9 preferred not to describe and 5 preferred not to say. All participants were from the United States and fluent in English. For participating in the study, each respondent received a payment and participation lasted around 15 minutes.

5.7 IRB

This research was reviewed and approved by the local ethics review board (name removed for anonymity).

6 RESULTS

We outline our findings of the main outcome variables, moderators, as well as participant’s feedback on the system. First, participants were randomly assigned to each condition with the equal distribution: First Person (n = 71), Third Person (n = 77), AI Chatbot (n = 75), and No AI Control (n = 84). The conversation turns for each experimental condition was as follows: First Person (M = 13.85, SD = 10.72), Third Person (M = 12.29, SD = 7.30), AI Chatbot (M = 9.06, SD = 4.51).

6.1 Main Findings

We investigated the impact of the degree to which experiencing a simulated interaction with a virtual character coming out of the closet impacts the participant’s comfort level within the given situation, the participant’s confidence in providing support to the person, the participant’s confidence in making the other party feel supported, the participant’s capacity for empathy toward the other person in the scenario, the participant’s sense of capability and effectiveness in
Fig. 6. We observed a significant difference in participants’ empathy and sympathy, with the Third Person condition showing the highest increase. p-value annotation legend: ns: $p \leq 1.00\times10^{-00}$; *: $1.00\times10^{-02} < p \leq 5.00\times10^{-02}$; **: $1.00\times10^{-03} < p \leq 1.00\times10^{-02}$; ***: $1.00\times10^{-04} < p \leq 1.00\times10^{-03}$; ****: $p \leq 1.00\times10^{-04}$

6.1.1 Empathy and Sympathy. Participants’ assessment of how empathetic and sympathetic they felt about the scenario was evaluated using two self-report questions, rating the following on a seven point Likert scale, 'I would feel empathetic about the other person in the scenario' and 'I felt sympathetic about the scenario'. An analysis of variance (ANOVA) showed a significant effect of the different experimental conditions on participants’ report of being empathetic or
sympathetic (p = 0.043). The mean values for the different conditions were as follows: No AI (M = 0.26, SD = 0.96), First Person (M = 0.39, SD = 0.97), AI Chatbot (M = 0.50, SD = 1.35), Third Person (M = 0.73, SD = 0.92).

Post-hoc analysis using the Tukey Test reveals that participants in different conditions exhibited varying levels of change in their responses. AI Chatbot (M = 0.50, SD = 1.35) showed a statistically significant increase in their responses (p = 0.011) when compared to No AI (M = 0.26, SD = 0.96). AI Chatbot (M = 0.50, SD = 1.35) also demonstrated a substantial increase compared to Third person (M = 0.727, SD = 0.916).

'First Person' (M = 0.387, SD = 0.968) exhibited a moderate increase compared to both 'AI Third' (M = 0.727, SD = 0.916) and 'No AI' (M = 0.262, SD = 0.965), with effect sizes of -0.359 and 0.129, respectively. In summary, the participants in the different conditions showed varying levels of response increase, with 'AI Chatbot' displaying the highest increase, followed by 'First Person' and 'Third person', while 'No AI' had the lowest increase.

6.1.2 Confidence. Participants’ assessment of their confidence in approaching the scenario was assessed using three self-report Likert statements, “I felt confident that the person would feel supported”, “I felt confident that I would be able to support the person” and “I felt capable and effective handling the scenario”.

An analysis of variance (ANOVA) revealed no statistically significant impact of the different experimental conditions on participants’ comprehension of the conflict scenario (p = 0.20). The mean values for the different conditions were as follows: No AI (M = 0.27, SD = 0.82), First Person (M = 0.15, SD = 0.71), Third person (M = 0.44, SD = 0.77), and Chatbot (M = 0.27, SD = 0.95). It is important to note that while the sample sizes were not equal, homogeneity was met as indicated by Levene’s test (s levene = 0.45, p levene = 0.71). The basic ANOVA results showed that there was no significant difference in participants’ understanding across the experimental conditions (s bANOVA = 1.57, p bANOVA = 0.20).

6.1.3 Comfort. Participants’ assessment of how ‘comfortable’ they felt about speaking to a work colleague coming out of the closet was evaluated using two self-report measures on a 7-point Likert scale, ‘I felt comfortable in this situation’ and ‘I felt confident that I would be able to support the person’. An analysis of variance (ANOVA) showed no significant effect of the 'First Person', 'Third Person' or 'Chatbot' conditions on participants’ report of being comfortable (p = 0.354). The mean and standard deviation for each sample were as follows: 'First Person' had a mean of 3.54 with a standard deviation of approximately 0.48, 'Third Person' had a mean of 3.48 with a standard deviation of approximately 0.53, and 'Chatbot' had a mean of 3.57 with a standard deviation of approximately 0.58, while the control condition, 'No AI', had a mean of 3.64 with a standard deviation of approximately 0.68.

6.2 Comparison Across Experimental Conditions

6.2.1 Empathy Sympathy. We performed tests on four different samples: 'No AI', 'First Person', 'Third Person', and 'Chatbot'. The sample sizes are considered sufficient for analysis. Although the sample sizes are not equal, a test for homogeneity suggests that the variances among the samples are similar.

A basic analysis of variance (ANOVA) test was conducted, and it yielded a statistically significant result (p-value = 0.043). This indicates that there is a significant difference in means among the samples.

A Tukey test was conducted to compare the means of different sample pairs. The results of the Tukey test revealed the following. When comparing the 'Third Person' condition against the 'First Person': (p = 0.211) there was no significant difference. When comparing No AI vs. 'AI Chatbot': (p = 0.493) there was no significant difference. However, when comparing the 'No AI' condition against the 'Third Person': (p = 0.030), there was a significant difference.
Upon post-hoc analysis using the Tukey Test, it was observed that participants in various conditions exhibited differing levels of change in their responses. Specifically, ‘AI Chatbot’ ($M = 0.50, SD = 1.35$) displayed a statistically significant increase in their responses ($p = 0.011$) compared to No AI ($M = 0.26, SD = 0.96$). Furthermore, ‘AI Chatbot’ ($M = 0.50, SD = 1.35$) demonstrated a notable increase in comparison to ‘Third Person’ ($M = 0.73, SD = 0.916$).

In summary, the basic ANOVA test found a significant difference in means among the samples, and the Tukey test identified a significant difference between the ‘No AI’ and ‘Third Person’ samples.

6.2.2 Comfort. The sample sizes are deemed sufficient for analysis. Although the sample sizes are not equal, a test for homogeneity indicates that the variances among the samples are similar. A basic analysis of variance (ANOVA) test was performed, but it did not yield a statistically significant result ($p$-value = 0.443). The mean values for the different conditions were as follows: ‘No AI’ ($M = 2.089, SD = 1.477$), ‘First Person’ ($M = 1.817, SD = 1.334$), ‘Third Person’ ($M = 1.760, SD = 1.314$), and ‘AI Chatbot’ ($M = 1.893, SD = 1.313$). This suggested that there is no significant difference in means among the samples.

Post-hoc analysis using the Tukey Test indicates that there were no statistically significant differences in the responses between the different conditions. The p-values for all pairwise comparisons were above the significance threshold of 0.05. Thus, it can be concluded that there were no significant differences in responses between the conditions.

6.2.3 Difference for Confidence. The data shows the results of running statistical tests on four different samples: ‘No AI’, ‘First Person’, ‘Third Person’, and ‘Chatbot’. The sample sizes are sufficient for the analysis, and homogeneity is met, indicating that the variances of the samples are similar. A basic analysis of variance (ANOVA) test was conducted, and the result was not statistically significant ($p$-value = 0.196). This suggests that there is no significant difference in the means of the samples.

The mean values for the different conditions were as follows: ‘No AI’ ($M = 0.274, SD = 0.828$), ‘First Person’ ($M = 0.155, SD = 0.710$), ‘Third Person’ ($M = 0.446, SD = 0.775$), and ‘AI Chatbot’ ($M = 0.276, SD = 0.958$). Post-hoc analysis using the Tukey Test indicates that there were no statistically significant differences in the responses between the different conditions. The p-values for all pairwise comparisons were above the significance threshold of 0.05. Thus, it can be concluded that there were no significant differences in responses between the conditions.

6.3 Moderators

After interacting with the intervention simulation, participants were then asked to fill out additional survey questions which were used as moderators, comprised of custom and standardized questions. The standardized questions were drawn from the Lesbian, Gay, and Bisexual Knowledge and Attitudes Scale (LGB-KAS), the Connectedness to the LGBT Community Scale Items, Origin, and Factor Loadings Scale, and the General Attitudes towards Artificial Intelligence Scale. Below we report the result of our inquiry into how moderating factors such as knowledge of the LGBTQIA+ community, perceived realism of the simulation, connectedness, and attitudes toward AI affected the outcomes of the interaction.

6.3.1 Perceived Realism of The AI Simulation. Linear regression reveals that the perceived realism of the AI simulation moderated the outcomes in term of confidence ($p = 0.0001$, slope = 0.1622, Intercept = -0.5076, $r = 0.2538$, SE = 0.0416), but not empathy/sympathy ($p = 0.0893$, slope = 0.0970, intercept = 0.0623, $r = 0.1141$, SE = 0.0568) or comfortability ($p = 0.8120$, slope = -0.0066, intercept = 3.5617, $r = -0.0160$, SE = 0.0276). This indicates that the more realistic the simulation
is, the greater there is a likelihood of users feeling confidence in their ability to interact with LGBTQIA+ simulations. An open challenge for future design is how to use simulations such as this to encourage more empathy in participants.

6.3.2 Attitude towards AI. Regarding participants’ attitudes toward artificial intelligence, participants were asked to rate the following statements: “There are many beneficial applications of Artificial Intelligence,” “I am impressed by what Artificial Intelligence can do,” “I think Artificial Intelligence is dangerous,” “Artificial Intelligence can have positive impacts on people’s wellbeing,” “Artificial Intelligence is exciting,” and “I think artificially intelligent systems make many errors.”

Linear regression revealed that Moderator-AI did not moderate any of the outcome variables: empathy-sympathy (p = 0.2289, slope = 0.0836, Intercept = 0.1271, r = 0.0809, SE = 0.0693), confidence (p = 0.1223, slope = 0.0807, Intercept = -0.1049, r = 0.1038, SE = 0.0520), and comfort (p = 0.3938, slope = 0.0286, Intercept = 3.3870, r = 0.0574, SE = 0.0335).

6.3.3 LGB-KAS-Knowledge. To assess participants’ familiarity with LGBTQ+ issues, participants were questioned about the following statements: (1) “I am knowledgeable about the history and mission of the PFLAG organization,” (2) “I am familiar with the significance of the Stonewall Riot to the Gay Liberation Movement,” (3) “I am aware of the work of the National Gay and Lesbian Task Force,” (4) “I could educate others about the history and symbolism behind the ‘pink triangle’,” and (5) “I feel qualified to educate others about how to be affirmative regarding LGBTQIA+ issues.”

Linear regression revealed that LGB-KAS-Knowledge did not moderate any of the outcome variables: empathy-sympathy (p = 0.2326, slope = -0.0570, Intercept = 0.7069, r = -0.0803, SE = 0.0476), confidence (p = 0.6058, slope = -0.0185, Intercept = 0.3494, r = -0.0347, SE = 0.0359), and comfort (p = 0.4667, slope = 0.0168, Intercept = 3.4808, r = 0.0490, SE = 0.0230).

6.3.4 LGBTQIAConnectedness. To assess participants’ connection to the LGBTQIA+ community, participants were asked to respond to the following statements: (1) “You feel you’re a part of the LGBTQIA+ community,” (2) “Participating in the LGBTQIA+ community is a positive thing for you,” (3) “You feel a bond with the LGBTQIA+ community,” (4) “You are proud of the LGBTQIA+ community,” and (6) “You really feel that any problems faced by the LGBTQIA+ community are also your own problems.”

Linear regression reveals that feelings of connectedness to the LGBTQIA community did not moderate any of the outcome variables: empathy-sympathy (p = 0.4362, slope = -0.0332, Intercept = 0.0723, r = -0.0524, SE = 0.0425), confidence (p = 0.9533, slope = 0.0019, Intercept = 0.2886, r = 0.0039, SE = 0.0320), or comfort (p = 0.0568, slope = 0.0390, Intercept = 3.3766, r = 0.1278, SE = 0.0204).

6.3.5 Internalized Affirmativeness. To assess participants’ attitudes and behaviors related to LGBTQIA+ issues, participants were asked to respond to the following statements: (1) “Feeling attracted to another person of the same sex would not make me uncomfortable,” (2) “I would display a symbol of gay pride (pink triangle, rainbow, etc.) to show my support of the LGBTQIA+ community;” (3) “I have close friends who are LGBTQIA+;” (4) “I conceal my positive attitudes toward LGBTQIA+ people when I am with someone who is homophobic,” (5) “I feel qualified to educate others about how to be affirmative regarding LGBTQIA+ issues,” and (6) “I would attend a demonstration to promote LGBTQIA+ civil rights.”

6.4 Qualitative Analysis

Here we report the participants’ subjective experience during the scenario in each of the four conditions. To document the self-report of the participants, we asked each participant to provide a text description of how they would handle
a scenario related to a colleague coming out of the closet at work. Participants in the condition generally reported
positive reactions to the realistic nature of the AI interactions, the interface experience, and the interactions with the AI.
In the ‘No AI’ condition, participants gave direct responses to the situation. Consistent with prior research, participants repeatedly commented that they did not feel that the colleague should have shared the ‘personal information’ because it was not relevant to the workplace.

Notable examples from each condition are reproduced below:

In the ‘No AI’ condition:

“I would emphasize remaining on work-related tasks if we are not making good progress in our work. I would possibly inquire during a break why such a thing would come up in conversation.”

“I’d advise the colleague who is not gay to steer the conversation elsewhere after an acknowledgment of the statement. I don’t think sexual orientation should be a conversation within the workplace.”

“I would question why the coworker feels like I should know this, first off. Also, I’d be sure to let them know right off the bat that I don’t endorse that sort of lifestyle. I think it’s sinful.”

“Firstly, nobody should be disclosing sexual orientation or sexual preferences at work in a professional setting. To be a person that engages in conversation regarding sexual acts in a workplace, it says that you do not possess a high social intelligence. Secondly, the better way to address a situation like this is to not at all. Nobody cares or should care about people’s sex acts and preferences.”

In the ‘Third Person’ condition,

“It is probably not okay to discuss matters like this at work.”

“State to the person who has come out, ‘This is an inappropriate work conversation. I will inform my supervisor of this incidence. Please do not mention this to me again.’”

In the ‘First Person’ condition,

“I told him I don’t care who he sleeps with. It’s not related to work.”

“I suggested that there is no reason to reveal your sexual preferences in the workplace. He responded about people judging him and he was struggling with identity. I told him announcing his sexuality is different from identity questions and reminded him that it is against company policy to date or have romantic relationships with coworkers,”

“I wanted to avoid talking about it”

“I would be kind to him and not disrespect him or treat him differently at work, but I would not be able to socialize with him outside of work because I have values that differ from his.”

In the ‘Chat bot’ condition:

“We will be informally discouraging employees from sharing overly personal information while they are on the clock. We cannot control what they share on their own time, such as during breaks, but during actual work periods we will ask that conversation be kept to work-related subjects or general subjects.”

“I would remain respectful and not tell my colleagues about my religious beliefs. Work requires not to discriminate based on sexual orientation.”

“My approach was to see what the chatbot would offer as a solution and see if the chatbot would be able to adapt to conflicting solutions. The chatbot had only one solution which was to force me to accept the person’s ideology which I was not going to do. I had to bring the conversation to an end as the chatbot was biased.”

“I disclosed how uncomfortable I felt discussing sexual matters in the workplace and will now seek employment elsewhere.”

These responses are consistent with prior sociological studies which have shown the ‘double standard’ when it comes to LGBTQ personal lives, as LGBTQ employees often feel discomfort from coworkers when discussing their
sexual orientation or gender identity. As cited above, a significant portion of non-LGBTQ workers still believe it’s unprofessional to discuss these topics in the workplace[4], yet bringing one’s whole self to work demands it.

7 DISCUSSION

Reducing stigma using simulations has been an oft explored and successful HCI practice. Lee et al. (2023) [33] explored the impact of chatbot-based social contact on reducing mental illness stigma. They designed two chatbots that provided either first-person or third-person narratives about mental illness and conducted a mixed methods review. Initially, our study revealed that participants exhibited a pre-existing understanding of the proposed scenarios, and the Advocacy Simulator did not substantially alter this pre-existing comprehension. This phenomenon can be attributed, in part, to the fact that individuals already possessed a high level of familiarity with the scenario in question, as evidenced by their consistently high scores in the post-intervention questionnaire.

Our analysis further shows the impact of the LGBTQIA+ Advocacy Simulator. The study demonstrates that while the Advocacy Simulator may not necessarily impact the understanding of the conflict scenario, they can significantly improve participants’ confidence and self-efficacy in devising solutions for the scenarios.

We observed a significant difference in participants’ sympathy towards the situation, with LGBTQIA+ Advocacy Simulator Third Person condition showing the highest increase. This could be due to the nature of the Third Person approach, which allows participants to observe the interactions between the two virtual agents from a certain level of detachment. This distance may provide them with a broader perspective and a clearer understanding of the dynamics at play in the conflict scenario. By not directly embodying one of the characters, participants are freed from the constraints of personal biases or emotions that may hinder their decision-making.

Our results improve our understanding of using approaches to advocacy to study increasingly capable and dynamic virtual agents. Furthermore, the study found a significant increase in participants’ confidence in their solution, with the Advocacy Simulator First Person condition showing the highest improvement. This heightened engagement can be attributed to the personal transformation experienced by the user, as they become deeply involved in the character’s perspective. By taking on the role of the central character in the conflict scenario and successfully resolving the case, the simulation becomes personal to the user. As a result, their confidence levels are bolstered, leading to a greater belief in the effectiveness of their chosen solution.

We found that the believability of the AI simulation had a moderating effect on the outcome. This suggests that the more realistic the simulation, the more likely users are to feel sympathy and empathy. Therefore, future design considerations should focus on how to use simulation to increase sympathy and empathy. Understanding these moderating variables can guide the design and implementation of future LGBTQIA+ Advocacy Simulator systems to optimize their effectiveness in promoting individuals to deal with interpersonal conflicts confidently.

7.1 Limitations

While our study shows promising results and a significant trend, there are several limitations that we need to acknowledge. First, the study was limited to self-reported measures of confidence and self-efficacy. Although these measures are widely used and accepted in psychological research, we acknowledge that future studies could benefit from including more objective measures, such as independent evaluations of the quality of conflict resolution strategies proposed by participants. Second, the script of the virtual agents was pre-defined, which may have limited the potential for unique, improvised interactions. More dynamically generated conversations could allow for a broader spectrum of responses, further personalizing the experience for the user. Third, future work may delve into more complex, nuanced conflicts.
that reflect the real-world challenges individuals face in their personal and professional lives. This would provide a more immersive and potentially impactful experience. The system might even also allow the user to provide their own conflict for the simulation. Finally, as our results show the experience of empathy from an AI agent is not yet resolved enough to enable participants to feel that the interactions conveyed compelling affective interactions to the users.

7.2 Ethical Considerations

When considering the ethical implications of deploying AI Theatre, several points must be raised. Firstly, the LGBTQIA+ Advocacy Simulator is not created with the intention of eclipsing or undervaluing human participation actual, lived advocacy. Instead, its objective is to extend these practices, largely enriched by human involvement, into virtual landscapes. Its potential role as a supplement rather than a substitute for interpersonal office experiences of coming out of the closet is particularly beneficial for individuals with limited diversity training and access to resources related to LGBTQIA+ identity. This aligns with our philosophy of "human augmentation," which underscores the significantly influential role technology can play in elevating individuals' potential for instigating both societal and personal advancements. Importantly, the AI system developed in this paper offers a high degree of accessibility, as it can be easily accessed online through a web browser. This means that individuals can engage in LGBTQIA+ advocacy simulations from the comfort of their own homes, without the need for specialized software or equipment. This accessibility opens up opportunities for a wider range of individuals to participate in advocacy practices and engage in meaningful conversations about LGBTQIA+ issues. By leveraging the power of technology and making it easily accessible, we aspire to empower individuals to become effective advocates for LGBTQIA+ rights and create lasting change within their communities.

Secondly, accuracy and fairness in the AI models are significant considerations. Inaccurate responses or unfair biases in the virtual agents might lead to harmful effects or misinformation to the users. Therefore, the training data must be carefully curated, and the AI models must be thoroughly tested to ensure that they provide reliable responses. To this end, further research and development are required to minimize AI bias. Finally, there is a significant ethical responsibility in the frame of designing the 'coming out of the closet' scenarios, ensuring that it is respectful, does not perpetuate harmful stereotypes, and are sensitive to the different cultural contexts in which users may come from. Despite these potential ethical challenges, the LGBTQIA+ Advocacy Simulator offers a promising use of AI technology to empower individuals in their growth as advocates for others. However, a thoughtful and ethical approach will be crucial in ensuring its appropriate implementation and use.

Finally, given the widespread debate about the emerging ubiquity of generative AI, it is important to acknowledge the criticisms and limitations of AI simulations in this context. Some argue that AI simulations may oversimplify the complexities and nuances of real-life experiences, potentially diminishing the true struggles and challenges faced by the LGBTQIA+ community. Additionally, there are concerns about the potential for AI simulations to perpetuate stereotypes or reinforce biases, if not developed and implemented with careful consideration. It is crucial to approach the application of AI in LGBTQIA+ advocacy with ethical guidelines, critical evaluation, and ongoing feedback from diverse voices within the community to ensure the effectiveness, integrity, and inclusivity.

8 CONCLUSION

In this paper, we explore the use of AI-generated virtual characters to help individuals practice LGBTQIA+ advocacy. As a member of the LGBTQIA+ community, the author of this paper has a personal understanding of the importance and complexity of advocating for LGBTQIA+ rights. This lived experience provides a unique perspective and informs the
research conducted in this study. By drawing on personal insights and experiences, the author strives to ensure that the AI simulations developed in this paper are sensitive, inclusive, and representative of the diverse range of experiences within the LGBTQIA+ community.

In conclusion, this study has pioneered a novel perspective on human-AI interaction by introducing the concept of LGBTQIA+ Advocacy Simulator to create interfaces that enable greater appreciation, understanding, empathy and sympathy for LGBTQIA+ community members. Recognizing the potential of virtual characters as a rehearsal for advocacy in real life, we have blended technology and the self to address social issues that are often challenging to simulate. Our pre-registered, randomized experiment with 308 participants has shown that our design of the LGBTQIA+ Advocacy Simulator can significantly improve participants’ feelings of sympathy and empathy when encountering members of the LGBTQIA+ community in the workplace. In particular, we demonstrate promising results that illuminate the potential differences of a first person/third person approach to advocacy with virtual agents. Moreover, our web-based system’s accessibility adds value by enabling widespread usage, opening possibilities for future research and application in varied societal contexts. However, an important consideration for future work will be to further scrutinize the potential limitations and ethical implications of LGBTQIA+ Virtual Characters. As we continue to advance on the path of AI-enhanced interactions, it is important to remember that while AI simulations of real interactions are indeed a potent tool, it’s the "human" that holds the key to positive change and individual empowerment. By discussing the ethical complexity and potential societal implications of our work, we hope to pave the way for future advancements in embodied, self-actuated, and openly LGBTQIA+ virtual characters.
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